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High-Resolution Wave Propagation Method 

for Stratified Flows 

Nash’at N. Ahmad* 

NASA Langley Research Center, Hampton, Virginia, 23681 

The implementation of the multidimensional f-waves Riemann solver for the time-

dependent, three-dimensional, nonhydrostatic, meso- and microscale atmospheric flows is 

described in detail.  The Riemann solver employs flux-based wave decomposition (f-waves) for 

the calculation of Godunov fluxes in which the flux differences are written directly as the 

linear combination of the right eigenvectors of the hyperbolic system. The scheme 

incorporates the source term due to gravity without introducing discretization errors which 

is an important property in the context of atmospheric flows.  The resulting flow solver is 

conservative, accurate, stable, and well-balanced.  The implementation of the solver is 

evaluated using benchmark test cases for atmospheric dynamics. 

I. Introduction 

molarkiewicz1 proposed his Multidimensional Positive Definite Advection Transport Algorithm (MPDATA) in 

the early eighties, which was adopted as the dynamical core of the Operational Multiscale Environment model 

with Grid Adaptivity (OMEGA).2 However, with the exception of the OMEGA model, the operational mesoscale 

atmospheric models have been based exclusively on finite difference schemes.3–7 In recent years, there has been a 

growing interest in using schemes other than finite-differences for atmospheric modeling.8–14 Substantial efforts have 

been made in evaluating finite-volume schemes for dynamical cores of atmospheric flow models. The FV3 (Finite-

Volume3)13 developed by the Geophysical Fluid Dynamics Laboratory has recently been selected as the dynamical 

core of the National Oceanic and Atmospheric Administration’s next generation models. 

In this study, LeVeque’s high-resolution wave propagation method15–19 is adapted for three-dimensional, time-

dependent atmospheric flows.  The scheme employs flux-based wave decompositions (f-waves) for the solution of the 

Riemann problem.  The scheme is also well-balanced and incorporates the gravitational source term without 

introducing discretization errors.  In the context of atmospheric flows, this is an important property.8,9,10,20 Ahmad and 

Lindeman have performed an extensive evaluation of the scheme in two dimensions using benchmark test cases. The 

scheme was also compared favorably with the Weather Research and Forecast (WRF) model. 

Godunov-type schemes rely on the exact or approximate solution of the one-dimensional Riemann problem in 

each spatial direction for multidimensional problems. The shortcomings of this approach have been pointed out in the 

literature21,22 and there is a vast body of literature on this topic going back to Roe’s work in the 1980s. Loss of 

symmetry or spurious oscillations as a result of dimensional-splitting can degrade the accuracy of the solution. In 

some cases, it is possible to alleviate these problems by using a higher mesh resolution. Several multidimensional 

approaches have been suggested in the past, which include, for example: LeVeque’s high-resolution wave propagation 

method,15 the corner transport upwind scheme,23 and the weighted average flux scheme.24 The f-waves solver 

developed for atmospheric flows in [9] was extended to three dimensions using dimensional-splitting in [25]. Although 

the three-dimensional f-waves solver with dimensional-splitting25 performed reasonably well on high-resolution grids, 

the loss of symmetry was observed, which in some cases led to inaccurate solutions on relatively coarse grids and 

larger integration times. 

This paper describes in detail the development of the multidimensional f-waves Riemann solver for atmospheric 

flows on the meso- and microscales. In the following sections, the governing equations, the development of the 

Riemann solver for three-dimensional meso- and microscale atmospheric flows and its implementation within the 

Conservation Laws Package (CLAWPACK)26 – Version 4.1 is described in detail.  Benchmark test cases are simulated 

to evaluate the performance of the scheme and also compared with results obtained using dimensional-splitting. 
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II. Governing Equations 

The equations governing three dimensional atmospheric flows comprise a set of partial differential equations for 

the conservation of mass, momentum, and energy2,27,28 
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In Eq. (1)–(2),  is the density of fluid, u, v, and w are the velocity components, p is the pressure and   is the 

potential temperature.  If a parcel of air at temperature T and pressure p is subjected to an adiabatic compression or 

expansion to a final reference pressure (p0), then its potential temperature,   is given by: 

 0

d

p

R

cp
T

p


 
  

 
. (3) 

The system is closed by an equation of state for pressure, 
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where C0 is a constant given by: 
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In the above relations,   (= Cp/Cv) is the ratio of specific heats, and Rd is the gas constant for dry air.  Cp and Cv 

are the specific heats of air at constant pressure and volume, respectively.  In Eq. (1), Q is the source term due to 

microphysical processes of cloud formation and dissipation and atmospheric radiative transfer, and D is the diffusion 

term.  For the purpose of this study, the atmosphere is assumed to be dry and the only source term is the gravitational 

force,  acting in the vertical.  With the exception of the density current benchmark, diffusion processes are also 

ignored and only the Euler solutions are considered. In the density current case, a constant eddy viscosity/diffusivity 

was used in both the momentum and potential temperature fields to obtain grid-converged solutions. 

III. Numerical Scheme 

The Riemann solver described in this paper has been implemented within the CLAWPACK software.  

CLAWPACK is an open-source software developed at the University of Washington, Seattle, by LeVeque.  The user 

needs to provide a Riemann solver for the target hyperbolic partial differential equation, routines for model 

initialization, and source terms, if any.  In this section, a brief description of the methodology implemented in 

CLAWPACK is given.  The Euler equations (1)–(2) in one dimension can be written in the discrete form as: 
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where U is the vector of conserved quantities, F is the vector of intercell fluxes calculated at the control surfaces of 

each control volume by using either an exact or approximate Riemann solver.  t and z are the time step and spacing 

in z-direction, respectively.  LeVeque15 and Bale et al.16 suggest using a flux-based wave decomposition, in which the 

flux differences 1 1F (U ) F (U )i i i i   are written directly as a linear combination of the right eigenvectors 
p

i
r

2/1 , 
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The vectors 
p p pZ r  are called f-waves and contain flux increments rather than increments in U.  1/2R i  is the 

matrix of right eigenvectors.  g  , is the source term due to gravity – in the x and y directions, 0  .  Eq. (6) 

can now be rewritten as: 
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The fluctuations 
1/2iU

  and 
1/2iU

  contribute to the cell-averaged quantity Ui due to the wave propagation 

across the cell interfaces.  In the above relations, 
p

i
s

2/1  are the wave speeds given by the eigenvalues.  Second-order 

accuracy is achieved by adding a correction term.15,18,19 
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and, 
pZ

~
 is the limited value of 

pZ .  Given the f-waves and the wave speeds, the flux differences can be computed by 

summing up the left and right going waves across a control surface.  In the above relations, the sweep in z-direction 

is implied.  Similar methodology can be used for computations in the x and y directions without the addition of the 

gravitational source term.  The quantities on cell faces are calculated by taking the average of cell-centered quantities 

on either side of the face.  The development of the f-waves solver for atmospheric flows in two dimensions is described 

in detail by Ahmad and Lindeman9 and in three dimensions with dimensional-splitting in Ahmad.25 

The algorithm can be extended for multidimensional problems by dimensional-splitting in which individual 

sweeps are performed in each spatial direction in succession.  The unsplit extension of the algorithm15,18 takes into 

account contributions of wave fluctuations in the transverse direction. The solution of the Riemann problem in the 

transverse direction is analogous to the solution in the normal direction.  The i coefficients are calculated by replacing 

the jumps in flux functions, Fi by the fluctuations 
1/2iU

  and 
1/2iU

 .  Implementation details of the 

multidimensional solver used in this study are given in Appendices A–C, and can be found in LeVeque15,18 for a 

general system of hyperbolic conservation laws. 
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IV. Results 

The multidimensional f-waves implementation is evaluated using different benchmark cases in two and three 

dimensions – (1) Rayleigh-Taylor instability;29–30 (2) density current;31–32 (3) convection in neutral atmosphere;25,28 

and (4) convection in stable atmosphere.25,28 

A. Rayleigh-Taylor Instability 

Simulation of the Rayleigh-Taylor instability has been described previously in several publications.29–30  The setup 

in this section follows Almgren et al.29 The computational domain was defined by ]1,0[]5.0,0[),( zx m with 

]5.2,0[t s.  The mesh had a resolution of x = z = 0.00195m (256 × 512 cells).  Periodic boundary conditions were 

used in the lateral, and the top and bottom boundaries were set to solid walls.  The initial horizontal and vertical 

velocities were set to zero.  The density was set to 1 = 1kg/m3 in the lower half of the domain and 2 = 2kg/m3 in the 

upper half of the domain.  Pressure was initialized using the hydrostatic equation and a single-mode perturbation was 

introduced in density at the interface of heavier and lighter fluids. 

The simulated density fields at time = 2.5s are compared with the Almgren et al.29 results in Figure 1. The top row 

shows the comparison of three different simulations with the f-waves solver using dimensional-splitting. Results 

obtained with the unsplit method are shown in the bottom row. Almgren et al.29 attribute the anomalies appearing in 

the solution (top row) to “alternating compression/expansion” due to operator-splitting. The oscillations also appear 

in the f-waves solution using dimensional-splitting but are not as pronounced. 

 

Figure 1. Rayleigh-Taylor Instability.  The top row shows the comparison of density field with Almgren et al.29 

at 2.5s using dimensional-splitting. Results using the unsplit method at 2.5s are shown in the bottom row. In 

the f-waves solution plots, the contour maximum is 2kg/m3 and the minimum is 1kg/m3. Number of contour 

levels was set to three. 
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B. Density Current 

The simulation of density current31–32 is described in this section.  The computational domain was defined by 

( , ) [ 25,25] [0,6.4]x z    km with [0,900]t s.  Simulations were run with uniform mesh spacing of 100m and 25m.  

Outflow boundary conditions were used on the side boundaries and the top and the bottom boundaries were set to 

solid walls.  The domain was initialized for a neutral atmosphere at 0 = 300K in hydrostatic balance.  The initial u-

velocity and w-velocity were set to zero.  Temperature profile in the vertical was defined by: 

   300
p

zg
T z

c
  . (13) 

A cold bubble was initialized by adding a perturbation in the temperature field using the following relation: 
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where, )3,0(),( cc zx km and )2,4(),( rr zx km. A constant eddy viscosity/diffusivity (Km = Kh = K = 75 m2/s) was 

added in both the momentum and potential temperature fields. 

This test case is an idealized simulation of a microburst that develops into a front.  As the temperature perturbation 

is introduced into the domain, strong downdrafts are generated at the center of the cold bubble due to negative 

buoyancy.  The cold air rolls up as it reaches the ground, and forms a front.  Shear is generated at the top boundary of 

the front as it propagates forward.  The benchmark solution31 consists of three rotors, which develop at the top 

boundary of the front due to a Kelvin-Helmholtz type instability.  The comparison of the unsplit and the dimensionally-

split implementations at time = 900s is given in Figure 2. In this test case, small differences can be observed on the 

coarse resolution grid (x = z = 100m), and the results are almost identical on the high-resolution grid (x = z = 

25m). 

    

    

Figure 2. Density Current.  The potential temperature perturbation field (K) at 900s.  Top row shows the 

comparison of split and unsplit simulations at 100m resolution and the bottom row shows the solutions on the 

25m resolution grid. A colormap with fifteen contour levels and scaled by the domain maximum and minimum 

value was used. The domain maximum and minimum values are shown in each plot. 
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C. Convection in a Neutral Atmosphere 

Simulation of convection in a neutral atmosphere25,28 is described in this section.  The computational domain for 

this case was defined by ( , , ) [0,4000] [0,4000] [0,4000]x y z    m with [0,480]t s.  The mesh spacing was set to 

x = y = z = 80m.  Outflow boundary conditions were used on the side boundaries, and the top and bottom 

boundaries were set to solid walls.  The domain was initialized for a neutral atmosphere at 0 = 300K in hydrostatic 

balance.  The initial velocity (u, v, and w) field was set to zero.  A perturbation bubble in the potential temperature 

field was initialized at xb = xmax/2, yb = ymax/2, and zb = 500m: 

 0( , , ) 1.0
L

x y z if L R
R

  
 

     
 

, (16) 

where, 

 
2 2 2( ) ( ) ( )b b bL x x y y z z      . (17) 

The potential temperature perturbation maximum , had a value of 2K.  The radius R, of the perturbation was set 

to 500m. 

The rising bubble test case is highly nonlinear and differences in solutions obtained using different numerical 

schemes are possible. The introduction of the thermal perturbation in the atmosphere generates large acceleration in 

the center of the bubble accompanied by downdrafts around the bubble core.  Since, the temperature distribution inside 

the bubble is linear (highest temperature at the center), the center of the bubble rises faster.  This creates sharp gradients 

of temperature in the upper part of the bubble.33 

The comparison of the unsplit and dimensionally-split methods at time = 480s are shown in Figure 3. The 

symmetry of the solution is preserved precisely in the unsplit implementation. In the dimensionally-split solution, 

there is loss of symmetry and the height of the bubble is not predicted correctly. Another set of simulations was 

performed with a uniform mesh resolution of 40m. The results are shown in Figures 4–5.  The dimensionally-split 

solution in the high resolution simulation is similar to the unsplit solution both in terms of the bubble shape and height. 

However, a slight loss in symmetry still exists in the solution. 

D. Convection in a Stable Atmosphere 

The computational domain was defined by ( , , ) [0,4000] [0,4000] [0,4000]x y z    m with [0,480]t s. The mesh 

spacing was set to x = y = z = 80m.  Outflow boundary conditions were used on the side boundaries, and the top 

and bottom boundaries were set to solid walls.  The domain was initialized for a stable atmosphere with a constant 

Brunt-Väisälä frequency, N = 10-2s-1.  The initial velocity field was set to zero.  A potential temperature perturbation 

was initialized at xb = xmax/2, yb = ymax/2 and zb = 500m using Eq. (16)–(17).  The potential temperature perturbation 

maximum , had a value of 2K.  The radius R, of the perturbation was set to 500m. 

As the warm bubble rises through the stable atmosphere, it cools down due to the lower pressure at higher levels.  

The cooling of air parcels due to expansion, results in downdrafts in the bubble core.  This is one of the mechanisms 

for the formation of thunderstorms.25 

The comparison of the unsplit and dimensionally-split methods at time = 480s are shown in Figure 6.  The 

symmetry of the solution is again preserved precisely in the unsplit implementation. In the dimensionally-split 

solution, there is a minor loss of symmetry, which is smaller compared to the neutral convection case. Another set of 

simulations was performed with a uniform mesh resolution of 40m. The results are shown in Figures 7–8.  As in the 

previous case, both the dimensionally-split method and the unsplit method seem to be converging to a similar solution. 

The figures also show that the gravity waves emanating from the sides of the updrafts do not create reflection 

problems at the outflow boundaries in both the split and the multidimensional implementation of the scheme. 
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Figure 3. Convection in Neutral Atmosphere.  Cross sections (xz at y = ymax/2 and yz at x = xmax/2) of potential 

temperature perturbation (first row), vertical velocity (second row), and the horizontal velocity components 

(third and fourth rows) at time = 480s.  The unsplit solutions are shown in the first two columns and with 

dimensional splitting in the two right columns. x = y = z = 80m.  A colormap with eleven contour levels and 

scaled by the domain maximum and minimum values was used. The domain maximum and minimum values 

are shown in each plot. The symmetry of the solution is maintained precisely by the unsplit scheme.  Large 

errors in the bubble height are seen in the dimensionally-split solution. 
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Figure 4. Convection in Neutral Atmosphere. Comparison of the potential temperature perturbation fields at 

different grid resolutions. x = y = z = 80m (top row) and x = y = z = 40m (bottom row). The number of 

contour levels is eleven and the plots are scaled by domain max/min values. 

                

                

Figure 5. Convection in Neutral Atmosphere.  Comparison of the vertical velocity fields at different grid 

resolutions. x = y = z = 80m (top row) and x = y = z = 40m (bottom row). The number of contour levels 

is eleven and the plots are scaled by domain max/min values. 
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Figure 6. Convection in Stable Atmosphere.  Cross sections (xz at y = ymax/2 and yz at x = xmax/2) of potential 

temperature perturbation (first row), vertical velocity (second row), and the horizontal velocity components 

(third and fourth rows) at time = 480s.  The unsplit solutions are shown in the first two columns and with 

dimensional splitting in the two right columns. x = y = z = 80m.  A colormap with eleven contour levels and 

scaled by the domain maximum and minimum values was used. The domain maximum and minimum values 

are shown in each plot.  The symmetry of the solution is maintained precisely by the unsplit scheme. 
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Figure 7. Convection in Stable Atmosphere.  Comparison of the potential temperature perturbation fields at 

different grid resolutions. x = y = z = 80m (top row) and x = y = z = 40m (bottom row). The number of 

contour levels is eleven and the plots are scaled by domain max/min values. 

                

                

Figure 8. Convection in Stable Atmosphere.  Comparison of the vertical velocity fields at different grid 

resolutions. x = y = z = 80m (top row) and x = y = z = 40m (bottom row). The number of contour levels 

is eleven and the plots are scaled by domain max/min values. 



 

 

 

American Institute of Aeronautics and Astronautics 

11 

V. Summary 

A high-resolution, multidimensional Godunov-type scheme using the f-waves approximate Riemann solver after 

LeVeque was developed and successfully implemented for simulating atmospheric flows on the meso- and 

microscales in three dimensions. It was shown that the multidimensional implementation of the scheme is stable, 

accurate, and well-balanced.  The symmetry of the solution is preserved precisely in the multidimensional 

implementation. In the dimensionally-split solution, there is some loss of symmetry. There was also a substantial 

degradation in accuracy in the case of convection in a neutral atmosphere. The loss of accuracy and symmetry in the 

dimensionally-split implementation was alleviated by increasing the mesh resolution. The three-dimensional 

simulations in this study were run to a final time of 480s which is a relatively short time scale – further evaluations 

are needed to assess the performance of both schemes at larger integration times. 

Appendix A: Eigenstructure of the Euler Equations 

The eigenstructure of the three-dimensional Euler equations is needed for constructing the Riemann solver, and is 

presented in this appendix. The Euler equations can be written in quasi-linear form as: 

 ( ) ( ) ( ) 0t x y zU U U U U U U   A B C . (A.1) 

The subscripts t, x, y and z denote the derivatives in time and space.  A(U), B(U) and C(U) are the coefficient 

Jacobian matrices: 
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where, a is the speed of sound.  The eigenvalues and the eigenvectors corresponding to the Jacobian matrix A(U) in 

Eq. (A.2) are: 
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The matrix of right eigenvectors and its inverse are given by: 
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The eigenvalues and the eigenvectors corresponding to B(U) are: 
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The matrix of right eigenvectors and its inverse are given by: 
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The eigenvalues and the eigenvectors corresponding to C(U) are: 
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The matrix of right eigenvectors and its inverse are given by: 
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Appendix B: Riemann Solver in the Normal Direction 

The Riemann solver in the normal direction is described in detail in this appendix. For the dimensionally-split 

version of the solver, only this routine is called successively in all three directions. 

1. In a loop over cell faces (subscript i), calculate , u, v, w, , and the speed of sound, a 
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where, mu = 2, mv = 3, mw = 4 for the sweep in x-direction; mu = 3, mv = 4, mw = 2 for the sweep in y-direction; and 

mu = 4, mv = 2, mw = 3 for the sweep in z-direction. Superscripts l, and r denote the quantities to the left and the right 

of the cell interface respectively. 
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3. Calculate the jumps in the flux functions: 
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For the sweep in z-direction, add the gravitational source term: 
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where, g is the acceleration due to gravity. 
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4. The i coefficients can now be calculated by multiplying the inverse of the matrix of right eigenvectors with the 

vector containing the jumps in fluxes: 
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5. Once the i coefficients have been calculated, the f-waves, ppp rZ   are computed as follows: 
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6. Given the f-waves, Zi and the wave speeds, mwave

is , the flux differences are computed by summing up the left and 

right going waves across cell interfaces: 
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Appendix C: Riemann Solver in the Transverse Direction 

The Riemann solver in the transverse direction is described in detail in this appendix.  For splitting the fluctuations 

in a y-like direction, the icoefficients, waves, and the wave speeds are calculated as follows: 
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where, mu = 2, mv = 3, mw = 4 for the sweep in x-direction; mu = 3, mv = 4, mw = 2 for the sweep in y-direction; and 

mu = 4, mv = 2, mw = 3 for the sweep in z-direction. 
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For splitting the fluctuations in a z-like direction, the icoefficients, waves, and the wave speeds are calculated 

as follows: 
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The transverse fluctuations  U
i

  can be calculated as follows: 

for meqn = 1, equations 

 for i = 1, faces 

  for mwave = 1, waves 
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The multidimensional version requires several calls to the Riemann solver in the transverse direction in all spatial 

directions, and can be as much as three times more expensive than the dimensionally-split version depending on the 

grid size. 
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